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A Bayesian Approach to Measurement Error Problems in
Epidemiology Using Conditional Independence Models

Sylvia Richardson1 and Walter R. Gilks2

Risk factors used in epidemiology are often measured with error which can seriously
affect the assessment of the relation between nsk factors and disease outcome. In this
paper, a Bayesian perspective on measurement error problems in epidemiology is taken
and it is shown how the information available in this setting can be structured in terms
of conditional independence models. The modeling of common designs used in the
presence of measurement error (validation group, repeated measures, ancillary data)
is described The authors indicate how Bayesian estimation can be carried out in these
settings using Gibbs sampling, a sampling technique which is being increasingly referred
to in statistical and biomedical applications. The method is illustrated by analyzing a
design with two measunng instruments and no validation group. Am J Epidemiol
1993; 138430-42

biometry; Bayesian method; epidemiologic methods; Monte Carlo method

It is widely recognized that risk factors
(exposures or more generally covariates)
used in epidemiology are often measured
with error which can seriously affect the as-
sessment of the relation between risk factors
and disease outcome. In some instances, it is
possible to seek to improve the measuring
instrument and thus have a better record of
exposure for the whole population. There
are many situations, however, where it is not
feasible to obtain accurate measurements on
the entire study population, although this
might be attempted on a smaller subset (the
validation group). Examples of this type of
design abound in the field of nutritional or
occupational epidemiology. It is thus impor-
tant, at the analysis stage, to have statistical
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methods which can successfully estimate
the strength of the association between the
risk factor and the disease outcome by using
some (often very partial) information on the
measurement instrument.

It is clear that any method proposed for
correcting parameter estimates in the pres-
ence of measurement error is strongly de-
pendent on some knowledge of the measure-
ment error process. How best to integrate
this knowledge in the context of epidemio-
logic studies has been the subject of much
interest (1-6). In the frequentist (non-
Bayesian) inference framework, the meth-
ods proposed for correcting relative risk es-
timates meet with certain difficulties which
have been solved in a variety of ways. Spe-
cial features of the model can be exploited,
for example, considering nondifferential
symmetric misclassification errors in case-
control studies (2). Alternatively, conditions
allowing approximate inference might be
imposed either on the disease process (the
rare disease assumption (3)), or on the mea-
surement error process (small eiTor-variance
assumptions (7)).

In this paper, we aim to give a Bayesian
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